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Remarks
• Fixing all agents but i, induces a classic MDP. Every agent plays 

best response.
• Generalizes notion of Nash Equilibrium.  
• Nash policy always exist!



Two player zero sum
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Two player zero sum
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Remarks
• Shapley showed that such games have value, i.e., minmax = maxmin.
• This fact was used recently in Daskalakis et al 2020 to show policy 

gradient converges to the Nash policy!
• The general problem is hard!
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Remarks
• No guarantees for more than two players (only very specific settings).
• Can we find other classes of stochastic games that PGA converges?



Beyond two player zero sum:
Markov Potential Games
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Remarks
• This notion generalizes the Potential Games in Game Theory. 
• Potential Games capture routing (congestion games), important class.
• Deterministic Nash policies always exist!
• Each state a potential game does not imply MPG. Might have also zero 

sum game states!



Not a Markov Potential Game
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Gradient Policy Iteration
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Remarks
• This result can be generalized if agents do not have access to exact

gradients.
• It matches the result for single-agent.
• Proof steps on the board!



Conclusion

• Introduction to Markov Games.

– Stochastic Games

– Potential Games

– Policy Gradient

• I hope you enjoyed the Lectures!


